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Abstract— Smart road studs have been extensively deployed
as road safety and data collection devices. Accurate and reliable
detection of smart road studs and its further integration into the
perception and control modules of connected and autonomous
vehicles (CAVs) undoubtedly benefit road boundary detection,
localization of CAVs and augument the safety of CAVs’ driving.
This work investigates real-time, accurate and reliable detection
of smart road studs, which is a challenging task for CAVs because
existing methods fail to achieve accurate and real-time smart road
stud detection, especially in harsh road environment. To address
these challenges, we first build a real-world smart road stud
dataset, and then propose and validate a lightweight and efficient
smart road stud detection model based on the you only look
once 8th version (YOLOVS), called SRS-YOLO. First, a Squeeze-
and-Excitation (SE) attention module is used to improve the
coarse-to-fine (C2F) module to differentiate the channel impor-
tance of feature maps and improve the detection accuracy of
smart road studs. Second, a novel downsampling module (DownS)
that integrates the average pooling and the max pooling is
designed to reduce the number of parameters and minimize
information loss during the downsampling process. Third, the loss
function is replaced with the Normalized Wasserstein Distance
(NWD) loss to alleviate the sensitivity to location deviations
when computing the loss for small targets. The experimental
results demonstrate that the proposed SRS-YOLO outperforms
other state-of-the-art methods, and achieves a 87.92% mean
average precision at a real-time speed of 78 frames/s. Our
dataset is available at: https://github.com/wky-xidian/smart-road-
stud-dataset.

Index Terms— SRS-YOLOQO, smart road stud detection, atten-
tion mechanism, real-time detection system, connected and
autonomous vehicle.

I. INTRODUCTION

OAD studs have been extensively used for more than
80 years in a number of countries in a variety of
applications [1], [2]. As early as 1930s, the UK began using
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road studs to mark road boundaries, lane directions, and
intersections to enhance driving safety during nighttime and
adverse weather conditions [3]. In the Netherlands, road studs
are widely used as part of the road infrastructure. They serve
various purposes, including: lane delineation, road edge mark-
ing, and intersection marking [4]. In the US and Canada, road
studs are utilized to mark lane boundaries and lane directions
on highways. They offer additional visual guidance during
nighttime and low visibility conditions to help drivers stay in
the correct lane [5]. In Malaysia, road studs are deployed at
traffic light intersections and roundabouts to delineate traffic
flow and guide drivers safely through these complex areas,
reducing traffic accidents [6]. Fig. 1 shows some examples of
road stud applications in different scenarios.

With the advancement of electronics, communication, sens-
ing and solar technology, smart road studs integrating light
emitting diode (LED) and various sensors, such as tempera-
ture, humidity, light, vibration and magnetic sensors, become
feasible recently and are increasingly being applied in intel-
ligent transportation systems [7]. LED lights embedded in
road studs significantly improve visibility, especially in low-
light conditions, such as fog, rain, or darkness - forward
illumination can be increased from 100 meters to approx
900 meters [8]. As a reliable and ubiquitously deployed
sensing device, smart road stud can achieve vehicle detection,
wireless data transmission, and processing, which support
digital twin systems [9]. Smart road studs can also be used to
detect traffic accidents and interact with drivers by changing
the light color to inform drivers of dangerous driving condi-
tions ahead.

Accurate and reliable detection of smart road studs and its
further integration into the perception and control modules
of connected and autonomous vehicles (CAVs) is important.
The advancement of CAV technologies has reached a stage
where autonomous driving in benign environment becomes
feasible but it remains a challenge in complex environment.
The incorporation of smart road studs into the road-vehicle
collaboration landscape may help to alleviate the challenge.
First, accurate and reliable detection of smart road studs
through CAV’s onboard cameras can help CAVs to accurately
detect the road/lane boundary lines [10]. This is especially
important in harsh environment and poor weather conditions
such as night, heavy rain, fog, etc. Second, by detecting
traffic accidents and informing the CAVs through changing
the color of smart road studs, the CAVs can be informed of
hazardous road conditions beyond the line-of-sight detection
range of CAV’s onboard sensors [11]. Finally, the smart road
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Fig. 1. Examples of road stud applications in different scenarios. (a) highway,
(b) crosswalk, (c) ramp-merge, and (d) tunnel.

studs can also serve as landmarks and assist the lane-level
localization of CAVs, especially in global navigation satellite
system (GNSS)-denied environment or in environment with a
lack of landmarks [7].

This paper investigates real-time, accurate and reliable
detection of smart road studs via vehicle onboard cameras.
Ideally, smart road stud detection needs to meet the following
requirements:

1) Accuracy: it is important to correctly identify and locate
smart road studs within images or video frames to enhance the
ability of CAVs to perceive their surrounding environment.

2) Real-time performance: for CAV applications, the ability
to identify smart road studs quickly is obviously an important
requirement [12].

3) Robustness: for a fast moving CAV, the images of smart
road studs captured by onboard cameras can be complex and
time-varying. Robust detection algorithms are essential for the
safe, reliable, and effective operation of CAVs in diverse and
dynamic environments [13].

4) Lightweight: considering the limited computing resources
of onboard devices and energy consumption constraints,
a lightweight detection model is more desirable [14].

For fast moving CAVs, smart road studs are relatively
small (occupying an area less than and equal to 1024 pix-
els [15], [16]), with inconsistent brightness and often blurry
backgrounds. These factors make smart road stud detection a
challenging task. Traditional object detection algorithms based
on handcrafted features struggle to address the aforementioned
challenges in achieving accurate and robust smart road stud
detection [17], [18]. Since the emergence of AlexNet [19] in
2012, deep neural network (DNN)-based detection algorithms
have been dominating the entire field of object detection [20],
[21], [22], [23]. As DNNs have the remarkable capability to
automatically learn and extract semantic, high-level, and deep
features from images, this eliminates the need for complex
handcrafted feature identification. They can also handle com-
plex scenarios and diverse visual appearances. Based on these
advantages, we are considering DNN-based object detection
algorithm for smart road stud detection.

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

Today’s popular DNN-based object detection algorithms can
be broadly divided into two categories: two-stage and one-
stage detectors. Two-stage detectors first identify regions of
interest and then refine and classify them in separate steps,
while one-stage detectors directly identify bounding boxes and
class probabilities in a single step [24]. Typical two-stage
detectors include region-based convolutional neural network
(R-CNN) [20], Fast R-CNN [21], Faster R-CNN [25], and
Mask R-CNN [26], etc., while one-stage detectors include
single shot multibox detector (SSD) series [23] and you only
look once (YOLO) series [22]. It is noteworthy that in the
development of object detection algorithms, YOLO algorithms
have become increasingly popular due to their accuracy and
speed. YOLO algorithms are suitable for detecting general
objects. There is still significant room for improvement in
detection accuracy, real-time performance, robustness, and
model complexity when it comes to detecting small objects
like smart road studs.

In this paper, we propose a new smart road stud detection
method based on YOLOVS algorithm, referred to as SRS-
YOLO. Specifically, a Squeeze-and-Excitation (SE) attention
module is added as part of coarse-to-fine (C2F) module
to enhance the detection accuracy of smart road studs by
distinguishing the importance of different channels in the
feature maps at the cost of a modest increase in model com-
plexity. Moreover, a new downsampling structure (DownS) is
designed, combining the average pooling and the max pooling,
to reduce the loss of smart road stud-related features due
to downsampling. Compared with the original convolutional
downsampling method, DownS greatly reduces the number
of parameters. To further improve small target recognition,
the Normalized Wasserstein Distance (NWD) loss is applied
during the model training process, which can alleviate the
sensitivity to location deviations when computing the loss for
small targets, thereby improving the model’s adaptability to
detecting smart road studs. Because there are no existing smart
road stud datasets, we first build a dataset containing smart
road stud images to train and test machine learning-based
smart road stud detection algorithms. Finally, we deploy the
trained smart road stud detection model on an experimental
vehicle to validate the effectiveness of the proposed algorithm.
The developed algorithm not only is useful for smart road stud
detection but also can be applied to the more general problem
of small target detection. The following is a list of the main
contributions of this paper:

1) Considering the balance between accuracy and model
complexity, a Squeeze-and-Excitation attention module is
incorporated into the C2F module to distinguish the impor-
tance of feature maps on a channel-wise basis, ensuring
real-time performance while enhancing smart road stud detec-
tion accuracy, especially in inconsistent brightness and blurry
backgrounds. Additionally, the introduction of the Normalized
Wasserstein Distance loss function, which measures the simi-
larity between predicted boxes and ground truth boxes using
the Wasserstein distance, improves the model’s robustness to
detecting small targets like the smart road studs.

2) A new downsampling module, i.e., DownS, is devel-
oped, which combines the average pooling and max pooling.
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Compared to the original convolutional downsampling, DownS
reduces information loss during downsampling process,
improves smart road stud detection accuracy, and reduces the
number of model parameters, thus leading to a lightweight
model, which is beneficial for real-world deployment. Exper-
iments conducted on the dataset validate the effectiveness of
the proposed DownS module.

3) A real-time smart road stud detection system is developed
and implemented on an experimental vehicle to validate the
feasibility and effectiveness of the proposed algorithm, which
demonstrates superior performance.

The paper is organized as follows. Section II introduces
related work. Section III provides details on the network
structure of the SRS-YOLO model and the related modules.
Section IV introduces the experimental details, including
dataset preparation, model evaluation, and comparative exper-
iments. Finally, conclusions and future work are drawn in
Section V.

II. RELATED WORK

The inaugural work of YOLO series is YOLOv1 proposed
by R. Joseph et al. in 2015, which is the first DNN-based
one-stage object detection model [22]. The main advantage
of this model over other models developed during the same
time period is its extremely fast detection speed. Based on
the YOLOv1 framework, a series of versions have been
proposed [27], [28], [29]. The main differences between
different versions of the YOLO series lie in improvements
and optimizations in network architecture, balancing accuracy
and speed, feature extraction methods, handling of object
sizes, data augmentation and regularization, loss function
design, etc. Even though YOLOV9 [30] and YOLO-World [31]
have been released recently, considering the requirement for
model stability in real-world applications, we chose the more
mature YOLOvS8. The YOLO series have achieved excellent
performance in general object detection. However, they face
significant challenges when it comes to detecting small objects
in certain scenarios [32]. To address this issue, many improved
algorithms based on YOLO have emerged [15], [33], [34].
In this section, we will focus on the most relevant researches
aimed at enhancing the performance of the YOLO model
through attention mechanisms, loss functions and lightweight
strategies.

A. Improvements of YOLO Based on Attention Mechanisms

Attention mechanisms are commonly used in machine learn-
ing and have their conceptual basis drawn from research on
human vision [35]. The main principle of attention mechanism
can be summarized as assigning different weights to different
parts of the input data so as to enhance the model’s focus
on key information. Typical attention mechanism modules
include SE [36], Channel Attention (CA) [37], Convolutional
Block Attention Module (CBAM) [38], Efficient Multi-Scale
Attention (EMA) [39], and so on. An important approach to
improving the small object detection performance of YOLO is
to incorporate attention mechanism modules into the original
model.

Sun et al. [40] proposed an improved YOLOvVS network
to deal with inner wall defects, in which a SE module is
added between the network’s backbone and neck to improve
the feature extraction efficiency of small objects. Peng et al.
[41] introduced a multiscale feature fusion lightweight-YOLO
for remote sensing image detection. In this model, they
incorporated a CA module into the feature fusion network.
This addition enables the network to capture direction- and
location-aware information across channels simultaneously,
thereby enhancing the detection accuracy. Peng et al. [42]
proposed a tire detection approach based on YOLO, in which
a CBAM module is added to improve the detection accuracy
of small tire defects. Dai et al. [43] combined YOLO and
vision transformer to realize automatic detection of foreign
objects between platform screen doors and metro train doors.
Although incorporating attention modules into YOLO can
improve the model’s accuracy to some extent, adding atten-
tion modules increases the model’s parameters, leading to
increased model complexity and reduced efficiency. This is not
acceptable in CAV applications where real-time performance
is crucial. Therefore, when using attention mechanisms to
improve the YOLO models, it is important to strike an opti-
mum balance between the detection accuracy and the model
complexity.

B. Loss Functions in YOLO

The loss function is a key component in machine learning,
directly impacting the training process [44]. The selection of
an appropriate loss function is crucial for improving the model
performance.

YOLO originally utilized the intersection over union (IoU)
loss function [45], which is a commonly used loss function
in object detection tasks. The IoU loss function measures
the accuracy of object localization by comparing the over-
lap between the predicted bounding box and the ground
truth bounding box. Rezatofighi et al. [46] introduced the
Generalized IoU, which addresses IoU’s plateau issue, partic-
ularly in scenarios involving non-overlapping bounding boxes.
To expedite model convergence during training, the Distance-
IoU algorithm was proposed by incorporating the normalized
distance between the predicted bounding box and the ground
truth bounding box. Furthermore, considering three geometric
factors in the bounding box regression simultaneously, i.e.,
the overlap area, the central point distance, and the aspect
ratio, the Complete IoU loss was proposed, which has faster
convergence and better performance [47]. In addition to the
aforementioned loss functions, loss functions such as Efficient
IoU [48], alpha IoU [49], and Wise IoU [50] have also been
proposed and applied in YOLO. However, IoU-related loss
functions may lead to poor model performance in small object
detection tasks because of the imbalance between positive and
negative samples during training. Therefore, there is a need
to improve model performance from the perspective of loss
function.

C. Lightweight Strategies in the YOLO

In many practical applications, object detection models need
to run in real-time on edge devices with limited resources.
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This requires the model to reduce the number of parameters
and computational complexity while maintaining accuracy,
in order to improve inference speed and conserve hardware
resources [51].

In recent years, many studies have proposed improved
YOLO models based on various lightweight strategies.
Peng et al. [41] proposed using deep separable convolution
to replace the standard convolution layer in the backbone
network of the YOLO model, in order to reduce the num-
ber of model parameters in remote sensing image detection
model. Tang et al. [52] also proposed using deep separa-
ble convolution in the object detection model for antenna
interference sources to reduce the number of parameters in
the YOLO model. Ning et al. [53] reduced the number of
model parameters of pavement distress detection model by
replacing ordinary convolution with distribution shifting con-
volution, which decomposes the traditional convolution kernel
into two parts: variable quantized kernel and distributed shift.
Guan et al. [54] designed a modified one-shot aggregation
block with an attention mechanism and integrated it into the
railway obstacle detection network to reduce the number of
model parameters. Although the aforementioned lightweight
strategies reduce the number of model parameters by employ-
ing different convolution forms or module structures, they also
diminish the feature representation capability, resulting in a
decline in object detection accuracy.

III. THE PROPOSED SRS-YOLO ALGORITHM

Although YOLOvV8 has shown excellent performance in
various object detection tasks, when it comes to the detection
of smart road studs, issues such as blurry backgrounds, varying
brightness, and small target areas can cause frequent false
positives and missed detection. Therefore, it is important to
improve the performance of YOLOvVS8 for smart road stud
detection.

A. Overall Framework of SRS-YOLO

Fig. 2 illustrates the framework of the proposed SRS-
YOLO. There are three basic modules, namely the backbone
module, the neck module and the head module, where the
backbone module is responsible for extracting features from
the input, the neck module is used to integrate features from
different scales, and the head module outputs detection results.

1) Backbone: The backbone of SRS-YOLO comprises Conv,
C2F, DownS, and the spatial pyramid pooling-fast (SPPF)
modules. For the Conv module, there are three submod-
ules, which are the two-dimensional convolution (Conv2d),
the batch normalization (BN), and the sigmoid linear unit
(SiLU). The SPPF module consists of Conv, maxpooling
(MaxPool2d) and Concat modules. The DownS module is
a new downsampling module proposed in this paper. The
following section will provide a detailed introduction to the
C2F and DownS modules. Given the input smart road stud
image I € RA*XWXC where H, W, and C are the heigh,
width, and the number of channels of the input image, respec-
tively. According to YOLOvVS8’s parameter settings, H and W
are both 640 pixels, C is 3. The image then passes through
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TABLE I

FEATURE MAP SIZE AFTER PROCESSING BY
DIFFERENT MODULES

Location  Feature Map Size  Location  Feature Map Size
1 640 x 640 x 3 13 40 x 40 x 384
2 320 x 320 x 16 14 40 x 40 x 128
3 160 x 160 x 32 15 80 x 80 x 128
4 160 x 160 x 32 16 80 x 80 x 192
5 80 x 80 x 64 17 80 x 80 x 64
6 80 x 80 x 64 18 40 x 40 x 64
7 40 x 40 x 128 19 40 x 40 x 192
8 40 x 40 x 128 20 40 x 40 x 128
9 20 x 20 x 256 21 20 x 20 x 128
10 20 x 20 x 256 22 20 x 20 x 384
11 20 x 20 x 256 23 20 x 20 x 256
12 40 x 40 x 256

the backbone to complete smart road stud-related features
extraction.

2) Neck: The neck of SRS-YOLO consists of multiple
Upsample, Concat, C2F-SE, and DownS modules. the C2F-
SE module is obtained by adding the SE module to the C2F
module. In the neck module, based on the different scale
feature maps extracted from the backbone, a feature pyramid
network (FPN) is used to construct a top-down feature pyramid
to achieve an initial fusion of multi-scale features. On top
of the FPN, the path aggregation network (PAN) bottom-up
path is used to pass lower-level features to higher levels,
further enriching the multi-scale features. Finally, through skip
connections, features from different scales are fused to ensure
that each layer contains rich contextual information, enhancing
the model’s ability to detect objects at different scales.

3) Head: The head of SRS-YOLO is the same as that of
YOLOVS. It decouples the bounding box regression loss (Bbox
Loss) and the classification loss (Cls Loss), and enhances
the training stability and detection accuracy of the model.
Specifically, the parameter c¢ is the number of detection types,
the number 5 represents the four coordinates (x, y, 4, w) and
confidence, where x and y denote the center point coordinates,
and / and w denote height and width of the predicted bounding
box, respectively.

The dimensions of the feature maps after processing through
different modules are shown in Table I, and the locations in
the table are provided in Fig. 2.

In the basis of YOLOvVS, SRS-YOLO introduces SE atten-
tion module that allows the model to focus on smart road
stud-related features under inconsistent brightness and blurry
backgrounds, thereby improving the accuracy of smart road
stud detection. The DownS module is designed to reduce
information loss during downsampling process while also
reducing the number of model parameters. Additionally, the
NWD loss function is used during training model to enhance
the model’s robustness in detecting small targets like the smart
road studs.

B. C2F-SE Module

The SE module enhances the network’s representational
capability by facilitating dynamic recalibration of features on
a channel-wise basis [36]. Specifically, as shown in Fig. 3, the
SE is divided into the following three steps.
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Fig. 3. Architecture of the SE module.

1) Squeeze: By performing the average pooling (Avg-
Pool2d), the feature map U with size H x W x C is transformed
into a 1 x 1 x C feature vector z, aiming to increase the model’s
global receptive field and extract richer features:

1
o= HZ;—I]WZW Hoom

where z. and u, are the c-th elements of z and U, respectively.

2) Excitation: To utilize the information aggregated during
the Squeeze operation, the Excitation operation is employed
to comprehensively capture channel-wise dependencies, which
employs two fully connected (FC) layers to reduce and then
increase the dimensionality, aiming to effectively integrate
channel information. The channel weights of the feature map
can be obtained through the Excitation operation as follows:

s =0 (W28(Wiz) 2

where s is the weight vector of the feature map U, o refers
to the Sigmoid function, § refers to the Rectified Linear
Unit (ReLU) function, W is the parameter vector of the
dimentionality-reduction layer with reduction ratio R, and W,
is the parameter vector of the dimentionality-increasing layer
with an increasing ratio R.

3) Scale: The Scale operation is responsible for multiplying
channel weight and feature map as follows:

3)

where x. refers to the c-th new feature map, s. is the c-th
channel weight.

The SE attention module does not change the size of
the feature map. However, by introducing the SE attention

Xe = Sclc

Upsample ~ C2F-SE| Upsample

219 22—
20><20>< (c+5)x3

C2F SE  DownS C2F-SE

An illustration of the framework of the proposed SRS-YOLO. The symbols k, s, and p respectively represent the kernel size, stride, and padding in

mechanism, the model can dynamically adjust the importance
of different channels in the feature map, allowing the network
to focus more on important features, thereby improving the
model’s detection accuracy.

Considering the simplicity and efficiency of the SE module,
it is better suited for real-time smart road stud detection.
The SE module can enhance the detection capability of smart
road studs by adaptively adjusting the channel weights of
feature maps under different lighting conditions and complex
backgrounds. This helps to better highlight the features of
smart road studs in blurred images, thus improving the model’s
robustness and accuracy. Therefore, we incorporate the SE
module into the C2F module, producing the new C2F-SE
module. By replacing the C2F module in the backbone of
YOLOv8 with the C2F-SE module, the network can more
accurately locate and identify the target of interest while
avoiding excessive computational overhead. The architecture
of the C2F-SE is shown in Fig. 4. In the C2F-SE module,
the input feature map is evenly divided into two parts along
the channel dimension after passing through the Conv module.
One part of the feature map after the Split is processed layer
by layer through multiple Darknet Bottleneck (DB) modules
to extract deeper features. The Concat operation concatenates
the output of all DB modules and the other part of the
previously split feature map along the channel dimension,
enhancing feature diversity. The concatenated feature map is
then input into the SE module to capture more smart road stud-
related features. The C2F-SE module increases the depth of the
network by stacking multiple DB blocks containing two Conv
modules, without significantly increasing the computational
overhead.

C. DownS Module

In both the backbone and the neck modules of YOLOVS,
downsampling operations are directly implemented through
Conv, which leads to a significant increase in the number of
parameters. At the same time, downsampling through Conv
results in information loss in the feature maps, reducing their
resolution and making smart road stud-related features coarser,
thus affecting the accuracy of smart road stud detection.
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Fig. 4. Architecture of the C2F-SE.

Inspired by the downsampling method in YOLOV9 [30], we
design a new downsampling approach, i.e., DownS, to solve
the challenge, as illustrated in Fig. 5.

The operation process of DownS can be described as
follows: The input feature map with size H x W x C is
first split into two parts along the channel dimension. One
part goes through AvgPool2d and Conv with a convolutional
kernel of 1 x 1, while the other part goes through MaxPool2d
and Conv with a convolutional kernel of 3 x 3, resulting in
two identical feature maps of size 0.5H x 0.5W x 0.5C_out.
Finally, the two parts are concatenated to obtain the down-
sampled feature map with size 0.5H x 0.5W x C_out. This
module reduces the number of channels passed through the
Conv module through Split operation, thereby reducing the
number of parameters. Additionally, it integrates the average
pooling and the max pooling to reduce information loss during
downsampling process.

To quantitatively measure the performance of the DownS
module in reducing model parameters, we take the fourth layer
of the YOLOvV8 model’s backbone module as an example and
calculate the number of parameters for both the convolutional
downsampling and the DownS downsampling methods. The
feature map with dimension 160 x 160 x 32, after passing
through the downsampling module of the fourth layer, results
in a feature map of dimension 80 x 80 x 64. For the con-
volutional downsampling method with a convolutional kernel
of 3 x 3, the number of parameters is (3 x 3 x 32 4+ 1) x
64 + 64 = 18560, and for the DownS method, the input
feature map of size 160 x 160 x 32 is split into two parts
of size 160 x 160 x 16 each, one part undergoes AvgPool2d
with a window size of 2 x 2 and a stride of 2, followed by
a 1 x 1 convolution with 32 output channels, resulting in a
feature map of size 80 x 80 x 32, the other part goes through
MaxPool2d with a window size of 2 x 2 and a stride of 2,
followed by a 3 x 3 convolution with 32 output channels,
also resulting in a feature map of size 80 x 80 x 32. The
two feature maps are then concatenated to produce a final
feature map of size 80 x 80 x 64, the number of parameters is
(Ix1x1641)x32+324+3x3x16+1) x32432 =524

D. Loss Function

The IoU-based metrics are highly sensitive to variations
in small objects, where even slight location deviations can
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lead to significant drop in the value of IoU, resulting in
inaccurate label assignments. Consequently, the IoU-based loss
functions are not ideal metrics for the detection of smart road
studs. In order to improve the performance of smart road stud
detection, We replace the default localization loss function, the
Complete IoU loss function, in YOLOvVS with the NWD loss
function [55], a metric specifically designed for small objects.

Because smart road studs are not standard rectangules, there
are often some background pixels in their bounding boxes,
with the foreground pixels concentrated on the center of the
bounding boxes and the background pixels concentrated on
the boundary of the bounding boxes. To better describe the
weights of different pixels in the bounding box, the bounding
box is modeled as a two-dimensional Gaussian distribution.
The center coordinate of the bounding box serves as the center
point of the Gaussian distribution, and the width and height
of the bounding box are used as the length and width of the
Gaussian distribution. Specifically, for a horizontal bounding
box, the equation of its inscribed ellipse can be represented as
follows:

2 —u)?
(x ng) (v Ugty) _ @
x y

where (/L Xy U y) is the center of the inscribed ellipse, o
and oy are the lengths of semi-axises along x and y axises,
respectively, iy = cx, ity = ¢y, 0x = w/2, 0y = h/2, (cx, cy)
is the center of the bounding box, w and h are the width and
height of the bounding box, respectively.

The probability density function of a two-dimensional Gaus-
sian distribution can be described as follows:

exp(—sx—w' Y x—n
(- X0) = = DSk )

where x, g, and Y are the coordinate (x,y), the mean
vector, and the co-variance matrix of the Gaussian distri-
bution, respectively. When (x — wT Z_l x—pun) = 1, the
ellipse represented by (4) will be a density contour of
the two-dimensional Gaussian distribution, the bounding box
(cx, Cy, W, h) can be modeled as a two-dimensional Gaussian
distribution N ([,L, Z) with

2
Cx ¥ 0
’“‘=[cy]’2=[8 _} ©

The similarity between the ground truth bounding
box (Cx,. Cy, wg,hg) and the predicted bounding box

(&)

Authorized licensed use limited to: Southeast University. Downloaded on May 30,2025 at 11:59:52 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

MAO et al.: SRS-YOLO: IMPROVED YOLOvV8-BASED SMART ROAD STUD DETECTION 7

(cxpsCy,» wp, hp) can quantified by the distance between
two Gaussian distributions, which is calculated using the ond
Wasserstein distance [56] as follows:

D% (Np. N, g)
T T
:” ([C)vacypva9hp] ’ [ng,Cyg,wg,hg] ) ||% (7)
where N, and N, are the Gaussian distributions of the
predicted bounding box and ground truth bounding box,
respectively. Using its exponential form normalization, a new
metric dubbed NWD is obtained as follows:
2
D 2 (N P N 8 )

NWD (N,, Ng) = exp B — (8)

where C is a constant, selected based on empirical experience.
In our study, C = 12.
The NWD metric is chosen as the loss function:

Lywp =1—NWD (N,, Ny) ©)

Due to the varying distances between smart road studs
and the vehicle, their sizes and shapes appear inconsistent
in the image. Most smart road studs, being farther from
the vehicle, also appear smaller in the image. These factors
make it difficult for the model to converge when trained
using the IoU-based loss. NWD loss models the bounding
boxes as two-dimensional Gaussian distributions and uses
the Wasserstein distance to measure the similarity between
bounding boxes. The Wasserstein distance can assess the
similarity between distributions even when there is little or
no overlap, and NWD is insensitive to the scale of objects.
Therefore, NWD loss is more suitable than IoU-based loss for
training the smart road stud detection model.

IV. EXPERIMENTS AND ANALYSIS
A. Dataset Establishment

For smart road stud detection, there are no datasets available
for training and testing deep learning models at present.
To overcome this limitation, a smart road stud dataset is
developed. The smart road stud images are captured using a
visual camera (Stereolabs, ZED 2i). The camera operates at a
frame rate of 30 FPS and has an image resolution of 1280 x
720 with a field of view of 90° x 60°. An example of the data
collection scenario is shown in Fig. 6. Smart road studs are
deployed along both sides of road with the distance between
smart road studs set to 15 meters. A total of 2360 images of
smart road studs are captured by the camera installed on the
vehicle. Some samples of smart road stud dataset are shown in
Fig. 7. The software Labellmg is used to mark the labels and
coordinates of the smart road studs in images to obtain ground
truth. Finally, the dataset is randomly divided into three sets:
the training set, the validation set, and the test set with a ratio
of 6: 2: 2.

B. Workstation Configuration and Hyperparameters Setting
for Training Models

The workstation configuration and model hyperparameters
are shown in Table II. For training models, the Stochastic

et

Smart Road Stud

o

Fig. 6.  Smart road studs and their deployment.

Fig. 7.

Samples of the smart road stud dataset.

TABLE I
WORKSTATION CONFIGURATION AND MODEL HYPERPARAMETERS

Workstation Configuration

CPU Intel(R) Core(TM) i7-10700 @ 2.90GHz
GPU NVIDIA GeForce GTX 1660 SUPER
Memory 16GB
Deep Learning Framework PyTorch

Model Hyperparameters

Epochs 200
Image Size 640x640
Training Batch Size 16
Initial Learning Rate 0.01
Final Learning Rate 0.0001
Momentum 0.937
Weight Decay 0.0005

Gradient Descent optimizer is used and the learning rate is
updated by cosine annealing.

C. Evaluation Metrics
To evaluate the performance of SRS-YOLO, the metrics
selected include mean average precision (mAP), frames/s
(FPS), the number of parameters, and giga floating-point
operations (GFLOPs) which is used to measure the complexity
of the model [57]. The calculation formulas of precision (P),
recall (R), and mAP are as follows:
. TP
TP+ FP
_ TP
~ TP+FN
N

2. AP(n)

mApP="=L
N

(10)

Authorized licensed use limited to: Southeast University. Downloaded on May 30,2025 at 11:59:52 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

TABLE III
COMPARISON OF DIFFERENT ATTENTION MODULES

Modules mAP GFLOPs  Parameters (Million)  FPS Score
C2F-EMA 0.8698 9.6 3.08 67 0.3337
C2F-CBAM  0.8693 8.6 3.48 77 0.5270
C2F-CA 0.8583 8.3 3.06 69 0.5301
C2F-SE 0.8675 8.2 3.07 82 0.9769
TABLE IV
COMPARISON OF DIFFERENT POSITIONS OF C2F-SE
Position mAP GFLOPs  Parameters (Million)  FPS
Backbone  0.8541 8.2 3.04 66
Neck 0.8700 8.2 3.04 83
All 0.8675 8.2 3.07 82

where T P, F P, and F N are the number of true-positive cases,
false-positive cases, and false-negative cases, respectively,
Ap = fol PdR, N is the number of detection types. In this
study, N = 1.

In addition, technique for order preference by similarity
to an ideal solution (TOPSIS) is used to score the various
algorithms, which is a within-group comprehensive evaluation
method [43]. The specific calculation steps of TOPSIS are as
follows: First, construct a decision matrix based on the selected
indicators. Then, normalize the decision matrix considering
the benefit indicators and cost indicators. Next, perform a
weighted treatment on the normalized matrix according to the
weights of each attribute. After that, calculate the Euclidean
distance between each alternative in the weighted matrix and
the ideal solution (the maximum value of each attribute) as
well as the negative ideal solution (the minimum value of
each attribute). Finally, by calculating the ratio of the distance
from each alternative to the negative ideal solution and the
distance to the ideal solution, a performance score is obtained.
We use mAP, FPS, the number of parameters, and GFLOPs to
calculate the TOPSIS score, with weights set at 40%, 20%,
20% and 20%, respectively. Among them, mAP and FPS
are benefit indicators, while the number of parameters and
GFLOPs are cost indicators.

D. Comparison of Different Attention Modules

To compare the effects of different attention modules on
the performance of smart road stud detection, we incorporate
EMA, CBAM, CA, and SE modules into C2F separately,
resulting in C2F-EMA, C2F-CBAM, C2F-CA, and C2F-SE.
We respectively adopt these modules to replace the C2F mod-
ule in YOLOVS, resulting in different models. Then, we use
TOPSIS scores to compare these models. The experimental
results are shown in Table III. EMA and CBAM consider
both spatial and channel dimensions of feature maps, which
enables more accurate recognition of smart road studs. In con-
trast, CA only considers spatial dimension, while SE only
considers channel dimension. Therefore, the mAP of C2F-
EMA and C2F-CBAM is higher than that of C2F-CA and
C2F-SE. However, the C2F-EMA and C2F-CBAM models
are complex, leading to higher computational complexity
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Fig. 8. Variation of the mAP with increasing epoch index.

and more parameters. Compared to C2F-CA, C2F-SE has
slightly more parameters, but its advantages lie in higher mAP,
lower model complexity, and faster detection speed. These
advantages make C2F-SE more suitable for smart road stud
detection in autonomous driving scenarios. According to the
TOPSIS scores, C2F-SE also has the highest score.

E. Application of C2F-SE

The SE module enhances the model’s representational
capacity, but this may lead the model to focus too much on
certain local features while overlooking the overall shape or
contour information, which could affect the overall detection
performance of smart road studs. The backbone and neck of
YOLOVS both contain C2F. To determine the optimal usage
scheme for the SE module, we replace the C2F in the backbone
or neck with C2F-SE, and the resulting model outcomes are
shown in Table IV. It is evident that when only the C2F
module in the neck is replaced with C2F-SE, the model’s
performance becomes optimal. This is because applying the
SE module within the backbone, which primarily extracts basic
features, could potentially interfere with capturing essential
low-level spatial information. In contrast, the neck is primarily
responsible for fusing multi-scale features extracted by the
backbone. Placing the SE module in the neck enables adaptive
re-weighting of features after integration, allowing the model
to emphasize features associated with specific targets (e.g.,
smart road studs) without disrupting low-level spatial accuracy.

F. Analysis of Ablation Experiments

In order to demonstrate the effectiveness of the proposed
strategies on smart road stud detection, ablation experiments
are conducted on the smart road stud dateset. The evaluation
metrics include mAP, GFLOPs, the number of parameters and
FPS. Additionally, we have also calculated the TOPSIS scores
for the different improvement methods.

From Table V, it can be seen that compared to the origi-
nal model, the three proposed improvement methods in this
paper all result in an increase in mAP, and the degree of
improvement is similar. C2F-SE incorporates an SE module
into C2F, leading to an increase in the number of parameters.
However, the SE module enhances the network’s represen-
tational capability by dynamically recalibrating features on
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TABLE V

PERFORMANCE COMPARISON OF THE MODELS WITH DIFFERENT
IMPROVEMENT STRATEGIES

C2F-SE  DownS NWD mAP GFLOPs  Parameters (Million)  FPS Score
0.7971 8.2 3.01 80 0.3478

VA 0.8700 8.2 3.04 83 0.5828

v 0.8627 7.5 2.60 69 0.5653

Vv 0.8686 8.2 3.01 80 0.5577

Vv v 4 0.8792 7.5 2.63 78 0.8137

B
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beacon 0.85
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(a)

Fig. 9.
(During dataset annotation, we labeled "smart road stud" as "beacon".)

Fig. 10. The experimental vehicle with the visual camera and industrial
control computer.

a channel-wise basis. This enables the network to more
accurately locate and identify smart road studs. As a result,
C2F-SE significantly improves mAP, but there is no increase

(b)
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(c)

Comparison of detection results in different scenarios. (a) Original images. (b) Detection results of YOLOVS. (c) Detection results of SRS-YOLO.

in GFLOPs. DownS reduces parameters during downsampling
by dividing the feature map into two parts. It also combines
average pooling and max pooling to minimize feature loss of
smart road studs. Therefore, DownS increases mAP, reduces
model complexity, and decreases the number of parameters.
The NWD loss function measures the similarity between
two bounding boxes based on Wasserstein distance and is
insensitive to the scale of the targets, enhancing the detection
accuracy for small targets such as smart road studs. However,
NWD does not affect the model complexity or the number of
parameters. By simultaneously employing C2F-SE, DownS,
and NWD, the model achieves superior detection performance,
mAP is increased by 10.30%, GFLOPs is reduced by 8.54%,
and the number of parameters is reduced by 12.62%. The
TOPSIS scores indicate that among the three improvements,
DownS achieved the highest score, demonstrating that DownS
provides the best overall performance in terms of accuracy,
model complexity, and the number of parameters.

Fig. 8 illustrates the change in mAP metric over increas-
ing epochs for both SRS-YOLO and YOLOv8. A notable
enhancement in mAP is observed for the upgraded model in
comparison to the original model, validating the effectiveness
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The real-time detection results of SRS-YOLO in different scenarios.

Fig. 11.

of the proposed strategy. Additionally, reducing GFLOPs and
the number of parameters is more beneficial for deploying the
model in real vehicles.

G. Comparison With State-of-the-Art Methods

In this subsection, to validate the superiority of SRS-YOLO
in smart road stud detection, a comprehensive comparison
is made with the representative advanced object detection
models: Faster R-CNN, SSD, EfficientDet-d1 [58], YOLOV9,
and other latest lightweight small object detection models
improved based on YOLOv8: DS-YOLOvVS [59] and CACS-
YOLO [60]. All models are trained for 200 epochs on the
smart road stud dataset, and mAP, GFLOPs, the number of
parameters, and FPS are used to evaluate the performance of
models in smart road stud detection.

As shown in Table VI, SRS-YOLO achieves the highest
mAP, the fewest number of parameters, and the highest FPS.
Although EfficientDet-d1 has a fewer GFLOPs, its mAP and
FPS are significantly lower than those of SRS-YOLO, and its
number of parameters is much larger than that of SRS-YOLO.
This suggests that SRS-YOLO is more suitable for real-time
smart road stud detection in CAVs.

H. Robustness Analysis

To validate the robustness of the smart road stud detection
model proposed in this paper, we collect images of smart road
studs in different scenarios, including the placement of smart
road studs on both sides of the road and on both sides of the
pavement, and test SRS-YOLO and YOLOVS8 on these images
separately. Fig. 9 shows some randomly selected smart road

TABLE VI
COMPARISON WITH STATE-OF-THE-ART METHODS

Model mAP GFLOPs  Parameters (Million)  FPS
Faster R-CNN  0.4651 208 41.35 8
SSD 0.6018 174.8 23.61 21
EfficientDet-d1  0.2401 3.68 6.55 23
YOLOV9 0.8450 266.1 60.80 19
DS-YOLOVS 0.8593 8.2 3.07 68
CACS-YOLO  0.8540 7.1 2.65 61
SRS-YOLO 0.8792 7.5 2.63 78

stud images from different scenarios along with the detection
results of different models. It is evident that in some extreme
situations, such as smart road studs being too blurry due
to distance or too bright due to close proximity, YOLOvVS8
tends to have missed detection, while SRS-YOLO effectively
addresses these issues. Additionally, we create a new test
dataset using data from different scenarios and various lighting
conditions. We test both YOLOvS and SRS-YOLO on this new
dataset, where YOLOvV8 achieved an mAP of 0.483, while
SRS-YOLO achieved an mAP of 0.781. From both qualitative
and quantitative perspectives, it is evident that SRS-YOLO is
more robust than YOLOVS in smart road stud detection.

1. Real-World Application

To validate the effectiveness of the SRS-YOLO in real-
world scenarios, we deploy SRS-YOLO on an experimental
vehicle for real-time smart road stud detection. The experi-
mental vehicle, as shown in Fig. 10, includes a vision camera
and an industrial control computer. The camera is mounted
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(b)

Fig. 12. The real-time detection results of SRS-YOLO for detecting passive
reflective road studs. (a) Scene with interference from other lights. (b) Scene
without interference from other lights.

at the front of the vehicle to capture images of smart road
studs. The industrial control computer is placed in the vehicle’s
trunk. The image captured by the camera will be resized to
640 x 640 pixels using YOLOVS’s default image resizing
method before being inputted into SRS-YOLO. The industrial
control computer is equipped with 64 GB RAM, an Inter(R)
Core(TM) i7-13700KF @ 3.4 GHz CPU, and an NVIDIA
GeForce RTX 4070 Ti GPU.

The SRS-YOLO deployed on the vehicle is used for smart
road stud detection. As shown in Fig. 11, our experimental
scenarios considered various light interferences in urban envi-
ronments, including different lighting conditions, vehicle tail
lights, headlights from oncoming lanes, as well as weather
factors such as cloudy and rainy conditions. Through the
driving experiment, we confirm that SRS-YOLO is capable
of real-time smart road stud detection for every frame of the
binocular images captured by onboard camera. This demon-
strates the effectiveness of applying SRS-YOLO in real-world
scenarios.

To test the detection performance of SRS-YOLO for passive
reflective road studs, we conduct additional experiments. The
experimental results are shown in Fig. 12. In scene (a), three
passive reflective road studs appear in both the left and right
camera images. SRS-YOLO successfully detects two studs
in the left camera image, while only one is detected in the
right camera image. This is due to the presence of other light
interference, which makes the features of these road studs less
distinguishable for SRS-YOLO, leading to poorer detection
performance. In scene (b), without light interference, SRS-
YOLO successfully detected all three road studs in the left
camera image and two road studs in the right camera image,
demonstrating better detection performance. The experimental
results confirm the effectiveness of SRS-YOLO in detecting

passive reflective road studs. However, its performance may
suffer from interference from other light sources.

To explore the energy consumption of running SRS-YOLO
on autonomous vehicles, we use HWiNFO [61] software to
measure the power consumption of SRS-YOLO running on
the experimental vehicle, which is recorded at 2.986 W and
is negligible compared to the energy required to maintain the
vehicle’s motion [62]. This low power consumption demon-
strates the suitability of SRS-YOLO for energy-constrained
applications in CAVs.

V. CONCLUSION AND FUTURE WORK

In this work, a novel smart road stud detction method
was proposed based on YOLOVS, and a real-time vehicle
onboard smart road stud detection system was established.
First, a smart road stud dataset with 2360 images was built
to train and test deep learning models. Second, a lightweight
and efficient smart road stud detection model SRS-YOLO
was designed. In SRS-YOLO, we introduced SE attention
mechanism to enhance smart road stud detection accuracy by
distinguishing the importance of different channels in feature
maps. In addition, we proposed a new downsampling method,
DownS, to reduce the number of parameters. DownS combines
the average pooling and the max pooling to reduce information
loss during the downsampling process, which is advantageous
for improving detection performance. Furthermore, we trained
the model using the NWD loss function, which can reduce
the sensitivity to location deviation, thereby improving the
detection performance for small targets. The experimental
results confirmed the superior performance of SRS-YOLO.
Compared with the baseline model, the mAP is increased by
10.30%, the number of parameters is reduced by 12.62%, and
the GFLOPs is reduced by 8.54%. Finally, we deployed a
real-time smart road stud detection system on an experimental
vehicle to validate the practical application of SRS-YOLO.

Due to the limitation of the experimental condition and that
the experimental vehicle is not allowed to drive legally in open
roads, the proposed algorithm is tested only on limited road
conditions. In the future, we expect to extensively validate
the performance of the algorithm, especially on a vehicle
driving at a high speed. Additionally, improving the detection
performance of SRS-YOLO for passive reflective road studs
will be a focus of our future research.
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